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Abstract
With the world moving in a direction that is heavily depen-
dent on data, it is essential to ensure that this exchange of
data does not lead to harm to humans in terms of privacy.
To protect data privacy, corporations often adopt differential
privacy, which is one of the Privacy Enhancing technologies
(PETs), to enable privacy-preserving data sharing. In this
work, we measure the usability of Differential Privacy (DP)
communication, especially the Randomized Response Tech-
nique (RRT) in terms of users capability to add valid noises
based on their comprehension and comfort level. We measure
the effectiveness of a spinner-based RRT interface by con-
ducting an exploratory between-group online survey which
collects sensitive information in a hypothetical scenario. We
found that many participants did not follow instructions on
the spinner interface to add noise correctly, and did not un-
derstand the purpose of the spinner. Based on this finding,
we provide suggestions for future work to improve the RRT
interface for better DP communication.

1 Introduction

With the prevalence of data collection, it has become more
crucial than ever to protect data privacy in our daily lives. It is
particularly challenging to collect and analyze sensitive infor-
mation such as medical or sexual information without privacy
concerns. To enable privacy-preserving data sharing, there is
a wide range of privacy-enhancing technologies (PETs), appli-
cable to different privacy threat vectors. One of the commonly
adopted PETs is Differential Privacy (DP) [4], which gives
a dataset owner the ability to release a given dataset in such
a way that sensitive data is not leaked, thus offering strong
privacy guarantees using a precise mathematical model.

Given the technical and mathematical complexity of a tech-
nique like DP, the usability of such a technique by non-expert
users is a challenge. There is existing literature that points
out the lack of usability of DP and examines ways to en-
hance the description and interface for better user comprehen-
sion. [2, 3, 5, 8, 12, 13]. Karegar et al. [5] utilizes pictorial

metaphors based approaches for better explanation of DP and
Bullek et al. [2] introduces spinner based interface to enable
transparent user-led local DP with a higher trust level. How-
ever, little work studied the effectiveness of the process of
applying DP empirically, such as whether users are able to
understand the mechanism and add a valid noise, which may
affect the data analysis for future usefulness.

This work aims to improve the transparency of the process
of applying DP and improve user agency in the process by
designing interfaces that guide users in adding noise to their
data. We focused on the Randomized Response Technique
(RRT), a local DP mechanism, in which random noise is
added at the individual level before sending the data to the
server or administrator. Inspired by prior work that studied
using spinner interfaces to explain the results of the RRT
mechanism [2], we designed spinner interfaces to provide
users with instructions for adding noise.

We conducted a between-group survey with one control
group and two experimental groups to test the effectiveness
of our spinner interfaces for user-led RRT communication
grounded in a survey-taking scenario. The study uses both
simple definitions and the visual spinner tool for the survey
takers to understand the mechanism of adding noise when a
sensitive question is asked in the hypothetical online survey.
Upon gathering data, we perform both qualitative and quanti-
tative analysis on the collected data. Our analysis results iden-
tified some limitations of the spinner RRT interface proposed
by existing literature [2] in terms of the understandability and
the capability to guide users to add noise correctly. Also, we
propose a few suggestions to improve the RRT interface as a
future research direction.

The rest of this paper is organized as follows. In Section 2,
we present related work in this domain, with a focus on ini-
tial work in the area of explainable differential privacy, how
privacy is communicated to users, and a short introduction to
the randomized response mechanism and differential privacy.
In Section 3, we describe our study methodology and define
our recruitment strategy, our survey design, and data analy-
sis. In Section 4, we outline the results we could draw from



our data. Our limitations are acknowledged in Section 5. We
present our recommendations for future work and conclusion
in Section 6 and Section 7 respectively. Our codebook and
our survey questions can be found in Section 8.

2 Related Work

2.1 Randomized Response Technique
Randomized Response Technique (RRT) is initially intro-
duced by Warner [11] to enhance privacy and eliminate the
bias as a survey technique. Nowadays, RRT is often used to
facilitate collecting binary sensitive information with privacy
protection with the DP guarantee by plausible deniability as
a local differential privacy technique [10]. This method uses
a certain randomization method, such as a coin flip, card, or
spinner, to introduce random noise rather than collecting the
raw answers. The method conceals individual responses and
protects respondent privacy with such noise addition mecha-
nism [1].

As an example, the randomized response mechanism can
be simulated by using a visual spinner, as seen in Figure 1.
The spinner will land on one of three options: “Answer Truth-
fully”, “Answer Yes” or “Answer no” with different proba-
bilities. Since all respondents use the spinner to randomize
their sensitive answers by following the guide correctly, “Yes”
responses cannot be interpreted as true "Yes". However, the in-
terviewers can statistically deduce the approximate frequency
of the sensitive answers by examining the results in aggregate
based on the known probabilities of three options in the spin-
ner [2]. This protects respondents’ privacy by giving them
plausible deniability while allowing for the computation of
accurate measurable statistics, such as counts in populations
or, in the case of our survey, answers to sensitive questions.

2.2 Usable Differential Privacy
To trust the algorithm used or deployed as part of the differ-
ential privacy practice of a corporation, the users must gain
adequate understanding of the algorithm. Bullek et al. [2]
found that allowing users to know the amount of obfuscation
applied to their answers increases their trust in differential
privacy. In their study, the authors designed a method that
communicates how a specific RRT algorithm works. They
checked if users, upon understanding obfuscation by the al-
gorithm, trust it to answer sensitive information. It is shown
that if the amount of noise is transparent, people are more
likely to trust, and users vastly preferred the most anonymous
spinner [2].

To test the users’ understanding of privacy, Smart et al.
[9] designed a survey study that tested different explanations
of differential privacy with different levels of privacy setting
disclosures. They first aimed to develop good explanations for
privacy and then measured how those explanations influenced

a participant’s behavior in sharing their browser history data.
The results suggest that certain aspects of differential privacy
remain challenging for people to understand and explanations
of DP does not significantly affect users in their decision-
making for data sharing.

On the other hand, Karegar et al. [5] utilized metaphors to
explain both local and central differential privacy by generat-
ing pictorial metaphors elaborated with short and simple text.
They identified that although the metaphorical explanation
effectively conveys the trade-off between privacy and accu-
racy, it has an inherent limitation that can lead to incorrect
expectations and understanding. They also utilize the spinner
for metaphors differently from Bullek et al. [2].

3 Methodology

3.1 Study Design

We conducted an online survey for our exploratory and ex-
perimental study. We used Qualtrics to implement the survey
and prototypes, and we used Prolific to distribute to 60 par-
ticipants. All participants were given a hypothetical scenario
regarding the use of recreational drugs. Specifically, we asked
them to imagine that they were taking an online survey asking
about their experiences of using recreational drugs. We asked
them to imagine that they had used recreational drugs in the
past year so we know what answers they should provide if
they correctly followed the spinner’s guidance to apply RRT.
We do not ask for data about the users’ actual experiences.
Then, users are divided into three groups of 20 participants
each according to the between-group study design.

We designed to have one control group and two experimen-
tal groups with different approaches to add random noise in
order to demonstrate the effectiveness of the spinner interface.
The first group is the Control group, whose survey does not
include DP explanation and mechanism. The second and third
experimental groups use DP and receive explanations about it.
The second one, called AutomaticNoise, uses randomized-
response DP with machine-added noise, so users will only be
informed that their answer was anonymized through the use
of DP without user interaction. The third group, referred to
as SpinnerNoise, uses randomized-response DP with user-
added noise. To implement the technique for guiding users to
add noise, we used a spinner, as has been previously done in
studies such as Bullek et al. [2], Karegar et al. [5] and Blair
et al. [1]. The code to implement our spinner was modified
from publicly available code on Github [7]. Our user-led noise
addition prototype currently looks as shown in Figure 1.

1. Control: No DP mechanism
2. AutomaticNoise: Textual RRT with machine-added

noise
3. SpinnerNoise: Spinner RRT with user-led noise



Figure 1: RRT Spinner Interface. To answer the sensitive
question, a respondent first clicks on the “spin” button. If
the arrow of the spinner points towards only “answer truth-
fully” (with 50% probability), the respondent should answer
truthfully. In the other cases, when the arrow points towards
“answer yes” or “answer no” (with 25% probability for each),
the respondent should answer “Yes” or “No” for plausible
deniability.

Users are asked demographic questions for all groups, as
well as questions regarding the differential privacy mecha-
nism (depending on which group they belong to), their un-
derstanding of it, and their trust in it. We also measured the
participants’ predispositions and attitudes towards technol-
ogy and privacy, in general, using previous research from
Malhotra [6], where they developed a model for representing
information privacy concerns of online users.

3.2 Recruitment, Compensation, and Demo-
graphics

We used Prolific to distribute our survey. We have collected
data from 60 participants, 20 for each of the condition groups.
The survey took about 10 minutes to complete, and each
participant was compensated 3 USD for completion. The
demographic information including genders and ages of all
participants is summarized in Figure 2.

3.3 Ethics

Our study was IRB approved. We did not collect any per-
sonally identifiable data from our participants, and the usage
of a fictitious scenario helps mitigate any concerns about
collecting real sensitive data from the participants.

Figure 2: Participant Demographics

3.4 Data Analysis

3.4.1 Quantitative Data Analysis

From a data analysis perspective, our main independent vari-
able is the study condition (Control, AutomaticNoise, and
SpinnerNoise). Our dependent variables include the user’s
comprehension, trust level with the noise addition method,
honesty level, and the comfort level regarding the sensitive
questions asked of them. These variables are measured on a
5-point Likert scale.

To distinguish between actual and perceived comprehen-
sion levels, we calculated the average of participants’ re-
sponses to questions that assessed their factual understanding
of the noise mechanism, its guarantees in protecting sensi-
tive information and maintaining secrecy, which represents
the participants’ actual comprehension level. Conversely, we
used participants’ self-reported level of comprehension to
determine their perceived comprehension level.

3.4.2 Qualitative Data Analysis

To help us better understand the user responses, we also col-
lected qualitative data, where we ask users to elaborate on
their concerns and opinions in the form of free-text responses.
For the data analysis, two researchers coded the open-ended
questions in our survey independently using inductive coding.
Then they resolved conflicts and reached a consensus on all
answers. The results of the qualitative data analysis are dis-
cussed in the Section 4, and the codebooks and occurrences
of each code can be found in the Appendix (Section 8).



4 Results

Overall, our result demonstrates that the RRT spinner inter-
face for differential privacy communication is not as effective
as expected to guide users to add noise by themselves. Our
quantitative and qualitative data analysis have led to interest-
ing observations.

4.1 User Capability To Add Noise

We measured whether users could correctly add noise with the
spinner interface. Since we only tested SpinnerNoise group
that used a user-led interface, there are only 20 responses for
this measurement. Based on the recorded spinner responses,
we compare their self-reported answers with the spinner re-
sponses to verify if they are able to add noise correctly. Since
we are using the hypothetical scenarios, we can know the
ground truth of the answer and measured whether they fol-
lowed the guide successfully or not.

We found that only 13 out of 20 in SpinnerNoise partici-
pants were able to correctly follow the instructions and add
noise, as shown in Table 1. Even with explicit “Answer Yes”
and “Answer No” responses, not all participants follow the
guide successfully. This suggests the ineffectiveness of the
interface in communicating the essential information required
by the participant to add noise correctly, as per the spinner
response.

Spinner Response
The number of people

who added noise correctly
“Answer Truthfully” 6 out 11 (54%)

“Answer No” 4 out of 5 (80%)
“Answer Yes” 3 out of 4 (75%)

Total 13 out of 20 (65%)

Table 1: The percentage of adding valid noise with spinner

4.2 Misunderstanding, Discomfort, Dishonesty,
and Distrust

In our quantitative data analysis, we calculated the percentage
of "Strongly Agree" or "Somewhat Agree" for each measure
from 5-point Likert responses. Participants across all groups
reported fairly high levels of honesty (86.7%) and comfort
(61.7%), and relatively lower levels of trust (32.5%) and per-
ceived comprehension (27.5%). Their actual comprehension
was higher (66.3%). However, we found no significant differ-
ences between groups on any of these measures.

We also discovered that the qualitative data supports
the quantitative findings. For example, the question on
understanding the DP mechanism shows similar amounts
of confusion, and similar concepts brought up between

AutomaticNoise and SpinnerNoise groups. In this ques-
tion, we have also seen “Increased Honesty” being brought up
organically as a benefit of the differential privacy mechanism,
which we believe to be positive, as this is what we are trying
to achieve through the mechanism.

Some reasons for discomfort for AutomaticNoise were
the lack of transparency and lack of trust in the mechanism.
This is also related to users’ explanations of reasons for un-
trustworthiness, where we found, in AutomaticNoise, com-
plaints about lack of transparency:

“Just being told that it exists doesn’t mean it will
work”

For the reasons for untrustworthiness, we also saw
some lack of understanding of the spinner mechanism in
SpinnerNoise group:

“I don’t fully understand how a spinner creates noise
over my data”

We found significant bias that affect users’ trust and com-
fort levels related to their previous conceptions surrounding
the internet and privacy-preserving mechanisms. Some users
believed they were always being tracked; Others thought that
the mechanism would not be able to protect them from data
leaks. On the other hand, another user considered that the
noise addition mechanism itself is unnecessary on top of ex-
isting protections provided by the default survey platform
(even though we never specified what these were). We also
found one user mentioning unfamiliarity as a reason for un-
trustworthiness, which is reasonable, as differential privacy is
relatively recently deployed as a user-facing mechanism.

We also found an interesting phenomenon where many
users felt uncomfortable or were dishonest due to fear of
law enforcement, as the question inquired about the usage of
illegal drugs. This was not one of our goals with this survey,
but with hindsight, we can understand why this topic could
have drawn that reaction.

4.3 Correlations with Privacy Attitudes
We measured general privacy attitudes using Malhotra [6] to
understand how the general privacy attitudes of the partici-
pants correlate with their comprehension level and trust levels
in the noise-adding mechanism. We performed a Pearson-R
correlation between privacy attitudes and the comprehension
levels, as well as privacy attitudes and trust levels in the noise-
adding mechanisms.

• Actual comprehension level: r = 0.399, p = 0.0107
• Trust level in noise addition mechanism: r = 0.36,

p = 0.02

While there was no significant correlation between privacy
attitudes and the perceived comprehension level, we found



statistically significant and medium positive correlation in the
above two cases. A possible explanation is that as people are
more cautious about data collection and risks, they are more
likely to understand and trust the noise addition mechanism.
This gives an additional insight on how privacy-attitudes af-
fect the usability of RRT interfaces.

5 Limitations

Our study was limited by a small sample size of participants
(20 participants per group, 60 total). The small sample size
led to a lack of statistical power, which may be the reason
we did not find any significant correlation between the study
condition and the dependent variables. We believe a larger
sample size might reveal clearer patterns that we were not
able to observe in this small dataset.

In addition, our study only asks about one kind of sensitive
information which is the usage of recreational drugs, and the
finding may not apply to other questions with different levels
of perceived sensitivity.

Lastly, we tried to mimic authentic survey-taking expe-
riences by designing the survey question around a realistic
situation, but the use of a hypothetical scenario may still cause
confusion and result in a lack of ecological validity.

6 Discussion and Future Work

Based on our findings, we present a few suggestions and ideas
that might help future research design more effective DP
communication techniques.

6.1 Complement Study Design
While our survey provided valuable data, we believe that an
interview study would help with providing more in-depth
insights into users’ thought processes. This will help uncover
what specific features of the spinner interface that require
improvement in terms of understandability and usability.

We believe that reframing of the study could help to miti-
gate the limitation that the survey is using hypothetical sce-
narios to answer a sensitive question. For example, we could
assign an unrelated task and ask a question based on the task.
However, it can be challenging to identify a suitable unrelated
task that involves sensitive questions.

6.2 Potential Improvements of Spinner Inter-
faces for DP Communication

We believe that the ineffectiveness of the spinner-based inter-
face may be attributed to the lack of understanding about DP
it provides or the lack of trust in the mechanism.

In our pilot tests, we observed that users cannot understand
how the spinner interface works until they get a sense of

the aggregation and possibility of data analysis with a noise-
added database. We believe that instead of focusing on a
narrow view of adding noise, we should provide a holistic
view of the data life cycle to enhance understandability. We
also believe that this can be regarded as an inherent limitation
of spinner interface for communication because the purpose
of it is to visualize the noise addition mechanism, which is
the narrow view of RRT.

It is also possible that users may distrust that the spinner is
truly random due to their prior experiences where its results
were not genuinely random by design, such as giving coupons
or winning a lottery. To address such bias, we can consider
using an alternative digital interface that fosters trust in the
randomness of the mechanism. Another option is to guide
users to follow an offline coin-flip mechanism (in place of
a spinner) to add noise, as it has been previously suggested
in the foundational literature on differential privacy [4]. A
few participants expressed concerns over tracking and data
leakage that we think may be related to the fact that the noise-
addition mechanisms are all virtual. We hypothesize that
giving participants even more control over the noise-addition
mechanism through the use of a coin flip, controlled by the
participants themselves, might help ease these concerns.

Given that the current implementation is only pictorial and
visual, using multi-modal interface would be effective. For
example, we could change the explanation for the noise addi-
tion mechanism to make it more descriptive and audio-visual,
in the form of a video or an infographic, to better represent
the process of adding noise to a response. We believe such
changes might lead to a better understanding of the mecha-
nism.

7 Conclusion

In this work, we conducted a between-group survey to in-
vestigate the effectiveness of RRT interfaces in terms of DP
communication and summarized our suggestions based on the
findings. We found that the spinner mechanism has some limi-
tations in terms of the user’s capability to add noise following
the instruction of the interface based on the data analysis. This
implies that the spinner RRT mechanism lacks providing the
correct communication of adding noise by itself. We could not
find enough evidence to show the difference in the user’s com-
prehension, honesty, and trust levels of using the spinner RRT
interface from the quantitative data analysis. However, the
qualitative data analysis showcases the lack of understanding
even with the spinner interface.

Based on these findings, we recommend to design RRT
interfaces to include a holistic view of the data processing
cycle instead of a narrow view of noise addition to achieve
better comprehension. More qualitative research is required
in understanding the reasons for the lack of effectiveness of
such an interface and ways in which we can improve them.
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8 Appendix

8.1 Appendix 1: Survey Questions

Here is our survey, including the flow, as seen in Qualtrics.
Notice that users are divided into three condition groups. Also,
in the online version, some of the questions (specifically, some
of the open-response questions) were randomized in order to
avoid biasing effects.
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8.2 Appendix 2: Codebook and results

Here is the codebook we used for the open-response
questions. Each answer may be coded in more than one
category.
Understanding of the benefits of Differential Privacy:
Definitions:

1. Privacy - the participant named privacy as one of the
main benefits they expect from the mechanism.

2. Anonymity - the participant named anonymity as one of
the main benefits they expect from the mechanism.

3. Anonymity- Obfuscation/Cloaking - the participant
named anonymity as one of the main benefits they ex-
pect from the mechanism, and specifically mentioned
obfuscation or cloaking as the reason for anonymity.

4. Security - the participant named security as one of the
main benefits they expect from the mechanism.

5. Increased Honesty - the participant named increased
honesty when answering sensitive questions as one of
the main benefits they expect from the mechanism.

Count:

Reason for discomfort:
Definitions:

1. Disclosure of Sensitive Data - The user named the pos-
sible disclosure of sensitive data as a reason for their
discomfort.

2. Law enforcement - The participant named the possible
involvement of law enforcement with the survey (due
to questioning about drug usage) as a reason for their
discomfort.

3. Lack of trust - The participant named their lack of trust
in the mechanism as a reason for their discomfort.

4. Lack of transparency - The participant named the lack
of transparency of the mechanism as a reason for their
discomfort.

5. Other - Response not fitting in any of the aforementioned
categories.



Count:

Reason for dishonesty:
Definitions:

1. No trust: The participant named their lack of trust in the
mechanism as a reason for being dishonest.

2. Fully trust the platform without noise mechanism: The
participant thought that the differential privacy mecha-
nism was unnecessary in the face of other mechanisms
used by the survey platform to maintain anonymity.

3. Law Enforcement: The participant was afraid of poten-
tial disclosure of data to law enforcement

4. Self-esteem: The participant did not want to admit to
taking drugs for the sake of their self-esteem.

Count:

Reason for lack of trustworthiness:

1. Lack of understanding: The participants admitted to not
fully understanding the workings of the mechanism.

2. Lack of trust in privacy mechanisms in general: The
participants do not trust privacy-enhancing mechanisms
in general.

3. Unfamiliarity: The participant was unfamiliar with the
technique used, and therefore did not trust it.

4. Lack of trust in this specific mechanism: The partici-
pant did not trust this mechanism’s capacity of providing
privacy.

5. Lack of transparency: The participant did not trust this
mechanism due to a lack of transparency of its inner
workings.

6. Concerned with tracking: The participant was concerned
with being tracked while using the internet.

7. Concerned with data leakage: The participant was con-
cerned with their data being leaked.

Count:
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